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Fig. 1: (a) Picture of DEXO. (b) DEXO is used to collect demonstrations in-the-wild on various dexterous tasks: drilling, lamp installation,

box packaging, and bottle opening.

Abstract— We introduce DEXO, a novel hand exoskeleton
system designed to teach robots dexterous manipulation in-the-
wild. Unlike traditional teleoperation systems, which are limited
by the lack of haptic feedback and scalability, DEXO enables
natural and intuitive control through kinematic mirroring and
force transparency. The system’s passive exoskeleton design
allows human users to directly control a robot’s dexterous hand,
transmitting precise motion and force data for learning complex
tasks in real-world environments. Equipped with integrated
tactile sensors, DEXO captures high-fidelity interaction data,
facilitating manipulation learning without the need for costly
hardware or careful engineering. We evaluate the system
across multiple dexterous tasks, demonstrating its capability
to replicate human-level manipulation and its potential to
scale the collection of high-quality demonstration data for
training advanced robot learning models. Our experiments
show significant improvements in task success rates compared
to existing teleoperation method, making DEXO a powerful tool
for advancing robot dexterity.

I. INTRODUCTION

Dexterous manipulation remains one of the most challeng-
ing tasks in robotics. While advances in robotic learning
systems have improved certain aspects of manipulation,
teaching robots to perform dexterous tasks still presents
significant challenges. Current methods, including reinforce-

ment learning, learning from videos, and teleoperation, each
face distinct limitations that reduce their effectiveness in real-
world applications.

Reinforcement learning, for instance, requires careful re-
ward engineering and setting up the simulated environ-
ments [5, 16, 3, 2, 31, 11], working mainly for in-hand
manipulation tasks. Learning from videos [4, 15, 18, 23,
13, 19, 25], another popular approach, is hindered by the
morphology gap between human demonstrators and robotic
agents. Furthermore, video demonstrations lack the detailed
contact information necessary for teaching fine manipulation
skills.

Teleoperation [17, 27, 8, 6], while a promising solution,
faces issues of scalability and intuitiveness, particularly in
dexterous hand manipulation. Most teleoperated systems lack
haptic feedback, making it difficult for users to naturally
control robots, especially in contact-rich tasks. Although
teleoperated demonstrations provide higher-quality data than
other methods, the absence of haptic feedback and the
expense of the system limits their usefulness.

To overcome these limitations, we present DEXO, a novel
hand exoskeleton system designed specifically for teaching
robots dexterous manipulation tasks in-the-wild. Unlike tra-



ditional teleoperation setups, DEXO introduces a passive
exoskeleton that mirrors human hand movements, enabling
direct control of robotic hands with precise kinematic map-
ping. This system offers a unique advantage by maintaining
force transparency, allowing users to experience real-time
haptic feedback through the robotic hand, thus addressing
one of the key limitations in current teleoperation systems.
Additionally, DEXO is much lower cost than those systems
and easier to setup, which allows for efficient, large-scale
data collection across diverse manipulation tasks.

DEXO is built with several key features to facilitate intu-
itive interaction and effective learning. The system ensures
kinematic transparency, so users can operate the robotic
hand within its full workspace without interference. Force
feedback from the robotic hand is transmitted accurately to
the user’s fingers, enabling precise manipulation and grip
control. Furthermore, DEXO incorporates a tactile sensor
system, allowing the collection of detailed force and contact
information during interaction. This makes DEXO an ideal
platform for gathering rich data to train robots in tasks
requiring high precision and dexterity.

In this work, we demonstrate the utility of DEXO by
applying it to a variety of dexterous manipulation tasks,
such as drilling, lamp installation, box packaging, and bottle
opening. Through comprehensive experiments, we show that
DEXO offers superior control compared to traditional tele-
operation systems and significantly improves data collection
throughput. This work lays the groundwork for scalable,
real-world data collection in robotic dexterous manipulation,
pushing the boundaries of what is possible with current
learning-based approaches.

II. BACKGROUND AND RELATED WORK
A. Teleoperation for Dexterous Manipulation

Teleoperation is the most common method of collecting
demonstrations for dexterous manipulation today. Previous
works have used webcam, VR devices, or haptic gloves as
the input device for teleoperating manipulation tasks [14, 17,
8, 6, 27]. However, most vision-based teleoperation works do
not have haptic feedback or use vibration feedback which
is unintuitive. On the other hand, existing haptic feedback
devices are expensive, and usually only provide force on
fingertips. DEXO provides a novel, low-cost solution to
control a robotic hand with immersed haptic feedback, other
than teleoperation.

B. Hand exoskeleton

Hand exoskeletons have been widely explored in both
robotics and medical fields, primarily for rehabilitation, force
augmentation, and haptic feedback [28, 12, 29, 1, 10].
These systems aim to extend the capabilities of human
operators or assist individuals with disabilities by enhancing
motor control and providing precise feedback. In recent
years, the focus has expanded to include advanced haptic
feedback systems for teleoperation and robot learning [21].
Most of the existing work focused on teleoperation settings,
failing to address the scalability, intuitive control, and force
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Fig. 2: Exploded view of the DEXO system.

transparency required for dexterous robotic manipulation in-
the-wild. Our work, DEXO, bridges this gap by offering a
passive exoskeleton that provides kinematic mirroring and
force transparency, specifically tailored for large-scale data
collection and dexterous robotic manipulation in real-world
environments.

C. Low-cost hardware for robot learning

Due to the requirements for large amounts of robotic
demonstration data, low-cost hardware has attracted attention
in the past few years. One line of work is low-cost teleop-
eration systems [30, 26], which are typically composed of
a leader and a follower system where the correspondence is
achieved with joint mapping. Another line of work builds
a simple data collection tool that does not require robot
hardware [9, 7, 24, 22, 25]. The benefit is that the data can
be collected in the wild and the challenges of operating at
scale are reduced. Our work pushed this direction to the next
stage of manipulation tasks with dexterous hands.

III. HARDWARE DESIGN

Unlike most previous exoskeletons, which are designed
to provide humans with external forces through actuators,
our design focuses on the opposite approach: a passive
exoskeleton actuated by the human to drive the robotic hand.
To this end, several design targets are emphasized:

« Kinematic transparency: The exoskeleton should al-
low users to move freely in the robot hand’s workspace,
without causing collision of the device to human hand.

« Workspace constraints: For the workspace beyond
robot hand’s reach-ability, the exoskeleton should pro-
vide constraints to human hand, such that the data
collected by humans will always be valid for robot to
directly imitate.

« Kinematic mirroring: When the user configures the
human hand to a specific posture within the robot’s
workspace, the system should drive the robot to a similar
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Fig. 3: Comparison of the EyeSight Hand finger and DEXO finger.
While the DEXO finger is passively driven, it is kinematically
identical to the EyeSight Hand finger. To get joint state information,
each joint of the DEXO finger is equipped with an angular encoder.

posture. Such mirroring allows intuitive control of robot
hand without extra training.

« Dynamic transparency: The device should have low
inertia/friction so that humans can move their hand
without internal forces caused by finger movement.
This reduces users’ effort. More importantly, users can
sense the feedback force from the environment more
accurately without the influence of internal force.

« Force transparency: The system should have a mecha-
nism to properly transmit the force applied on the robot
finger to the human finger, and vice versa to allow users
to apply forces to the environment through the robot
finger. The force applied to different phalanges of the
robot should be transmitted to corresponding parts on
human hand for intuitive haptic feedback.

According to these design choices, we introduce the
kinematics and linkages design of the hand, followed by
electronics and tactile sensor details.

A. Overview of ExoOP system

The ExoOP system consists of two main components: the
passive robotic hand and the wearable exoskeleton for the
human hand. The robotic hand is connected to the wearable
exoskeleton via a linkage system. The force applied to the
wearable exoskeleton by human fingers is transmitted to
the robotic hand, driving its movement. Similarly, the force
exerted on the robotic hand during interaction with the
environment is transmitted to the human hand through the
linkage and exoskeleton attachments. Figure 2 provides an
overview of our system.

B. Kinematics

For the passive robotic hand, we adopted the EyeSight
hand [20] and removed all motors and driving linkages. It
features 7 fully actuated degrees of freedom (DoF): 2 for the
index and middle fingers, respectively, and 3 for the thumb.
Both the index and middle fingers have a 1 DoF MCP joint

Exoskeleton
kinematic chain

Human finger
kinematic chain

Sliding joint

Fig. 4: The kinematics of the wearable exoskeleton match the
kinematics of the robotic finger. The sliding joints serve as com-
pensatory mechanisms, ensuring that despite the differences in size,
shape, and range of motion between the human hand and the robotic
finger, the exoskeleton can still perform synchronized and natural
movements.

and a PIP joint. The thumb has a 2 DoF TM joint and an IP
joint. We added a position encoder to each revolute joint to
measure the joint angle. In the original robotic hand, each
joint has a specific limit position enforced by the driving
linkage. To ensure that our passive robotic hand maintains
the same working range as the original, we added hard joint
limits. Figure 3 shows the comparison between the passive
and original fingers.

For the wearable exoskeleton, we designed it to match the
robotic hand’s kinematic chain, allowing the robotic hand to
be driven using simple parallel 4-bar linkage structures. One
modification we made was to extend the length between the
two axes of the TM joint of the thumb to prevent collisions
with the user’s thumb when wearing the exoskeleton. The
thumb length was then extended accordingly to ensure that
the position of the IP joint remained unaffected in the
kinematic chain. Figure 5 (b) shows the difference between
the TM joint on the exoskeleton and the robot hand thumb.

C. Joint Alignment

For the wearable exoskeleton, the design goal is to align
the exoskeleton’s kinematic chain parallel to the human
finger’s kinematic chain, ensuring maximum range of motion
for the human fingers. This alignment allows users to intu-
itively control the robotic hand. However, achieving this is
challenging because the distance between the MCP and PIP
joints on the exoskeleton is fixed and closely matches the
length of the human proximal phalanx. As a result, whether
the exoskeleton overlays the human finger or vice versa,
interference tends to occur when the finger bends.

To accommodate the human fingers, the joints are posi-
tioned to the side of the finger and connected with Imm
spring steel. To provide additional support and create an
attachment point for the human phalanges, the linkages are



curved around the back of the finger and connected to
a 3D-printed finger backing. The human fingers are then
attached to the finger backing through a linear slider, which
compensates for relative sliding between the exoskeleton and
the finger. An illustration is given in Figure 4.

D. Linkage Design

The robotic hand is driven by the exoskeleton through a
linkage system. Since the wearable exoskeleton shares the
same kinematics as the robotic hand, the linkage system is
designed using multiple parallel 4-bar linkages for simplicity.

For both index and middle finger, the linkage system is
illustrated in Figure 5 (a). It consists of two parts, the first
being two serial 4-bar linkages to drive the two finger pha-
langes. In the first 4-bar linkage, the fixed distance between
the MCP joint of the exoskeleton and that of the robotic hand
serves as the virtual fixed frame. The exoskeleton’s proximal
phalanx acts as the input link, and the robot’s proximal
phalanx acts as the output link. To prevent the coupler
from colliding with the robotic hand during movement, we
designed it with a curved shape. With this 4-bar linkage
system, the distance between the PIP joints of the robot and
the exoskeleton is also fixed, allowing us to build the second
4-bar linkage for the middle phalanx similarly.

A critical issue with this linkage system is that it could
enter a contra-parallelogram state, where the output link
moves in the opposite direction when the input link crosses
the singularity. In a typical parallelogram 4-bar system, the
workspace is constrained to less than 180 degrees to avoid
singularity. However, the robotic finger requires a larger
workspace. To address this, we built the second part of
the linkage system to ensure both 4-bar linkages work in
parallel. This second part consists of an auxiliary linkage,
connected to the couplers of the two 4-bar linkages by three
parallel links. This forms a parallel 5-bar linkage with a 360-
degree workspace. Parallelism is maintained by transmitting
motion from one coupler, through the auxiliary linkage, to
the other coupler. Finally, we optimized the shapes of the
linkage system to avoid collisions between the connecting
rivets and the linkages.

For the thumb finger, the linkage system is shown in
Figure 5 (b). The TM joint consists of two perpendicular
axes, and the abduction joint of the wearable exoskeleton
and passive robotic hand are co-axial. This allows us to
control two degrees of freedom using a single 4-bar linkage
that drives the flexion axis of the TM joint. Additionally,
the IP joint of the thumb is not parallel to the two existing
axes of motion. To control this new degree of freedom, a
second spatial 4-bar linkage is introduced. The coupler is
connected to the first 4-bar linkage via two perpendicular
joints in series, enabling independent control of the third
degree of freedom while maintaining the constraints of the
initial system.

E. Tactile Sensor

Following the EyeSight hand [20], we equipped our pas-
sive robotic hand with full-hand tactile sensing capability

using the GelSim(ple) sensor, a camera-based tactile sensor.
This full-hand tactile sensor significantly enhances the range
of modalities we can collect. For more details about the
GelSim(ple) tactile sensor, we refer readers to EyeSight
Hand [20].

E. Electronics

For each revolute joint on the passive robotic hand,
we equipped it with an iC-MH16 12-bit angular encoder,
providing a resolution of 1.5e-3 rad. An RS-485 Interface
IC is used for output signals. We customized a PCB to
collect all RS-485 signals and transmit them to the computer
via USB. The PCB also provides power to the tactile
sensors. For the camera system in the tactile sensor, we
used IMX219 color camera modules with fisheye lenses. The
signals from multiple cameras are collected using Arducam
8MP*4 quadrascopic camera bundle kits.

G. In-the-wild Data Collection

Our DEXO system serves as a convenient tool for quickly
collecting dexterous manipulation data in the wild. It can
be connected to AirExo [9] or use IMU/SLAM method like
DobbE [22]/UMI [7] to collect global position and map to a
robot arm. During data collection process, we can stream the
global position, hand joint angle, the tactile images, in-hand
camera image and/or global image.

IV. EXPERIMENTS
A. Hardware Capacity

We evaluated the performance of the DEXO system across
several critical metrics: force output, workspace coverage,
and finger speed. Additionally, we compared these metrics
with the performance of the real robotic hand [20] to
demonstrate the DEXO system’s effectiveness in mirroring
real-hand capabilities. The results are summarized in Table I.

TABLE I: Comparison of Force, Workspace, and Speed between
DEXO System and Robotic Hand

Metric Category DEXO System  Robotic Hand
Thumb ~80 56
Max Force (N) Index ~60 54
Middle ~60 54
MCP Joint 110 120
Workspace (Degrees) PIP Joint 105 105
TM joint (flexion) 75 75
TM joint (abduction) 90 90
IP joint 65 65
MCP Joint 35 37
PIP Joint 15 5
Max Speed (rad/s) TM joint (flexion) 17 32
TM joint (abduction) 12 35
1P 9 5

a) Force Output: The DEXO system transmits force
effectively between the human hand and the robotic hand.
We measured a peak force of around 60 N at the index
and middle fingers, and around 80 N at the thumb, which
is comparable to the robotic hand’s force capabilities, and
sufficient for manipulating various objects. The force of the
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Fig. 5: (a) Annotated view of the 4-bar linkages coupling the index fingers of the robot and exoskeleton hands together
(b) Annotated view of the rotary linkage system coupling the thumbs of the robot and exoskeleton hands together

exoskeleton is also related to the human subject that wearing
it, and we observe that the linkage system can transmit the
force with high efficiency.

b) Workspace Coverage: The DEXO system mirrors
the workspace of the robotic hand, achieving nearly full
articulation for dexterous manipulation tasks. The MCP joint
on both systems covers around 110-120 degrees of flexion,
while the PIP joints allow for 105 degrees. The thumb’s
motion on the DEXO system fully matches the robotic hand’s
workspace on all three joints.

c) Finger Speed: Finger speed was measured to assess
how quickly the DEXO system responds to human input.
The MCP joint achieves a maximum angular velocity of 35
rad/s on the DEXO system, slightly lower than the 37 rad/s
of the robotic hand. The PIP and IP joints on the DEXO
system reach velocities of 15 rad/s and 9 rad/s, respectively,
which are 2-3 times faster than those of the robotic hand.
However, the TM joint of the DEXO system is slower. It
is important to note that users need to intentionally move
their fingers to achieve these high speeds with DEXO, but
in most manipulation tasks, operating at such speeds would
be unnecessary and could result in unstable control.

B. User Study

To evaluate the performance and usability of the DEXO
system, we conducted a structured user study with four par-
ticipants. Each participant was tasked with performing four
dexterous manipulation tasks using three different control
modalities:

1) DEXO System: Participants controlled the robotic
hand via the DEXO system, allowing for direct phys-
ical interaction through a haptic feedback loop.

2) Teleoperation: A teleoperation system based on a UR3
robotic arm, a trakSTAR electromagnetic hand tracking
system and an EyeSight hand was used as a baseline
for comparison, where participants manipulated the
robot hand with visual feedback but without haptic
feedback. We refer readers to [20] for more details
on hand tracking system.

3) Direct Human Performance: As a control, partici-
pants performed the tasks using their own hands to
provide an upper-bound reference for performance.

Each participant completed five trials for each task under
all modalities, resulting in a total of 240 trials. Each trial
began with a brief explanation and practice of the task. The
metric is the task throughput given a fixed amount of time.
When the task execution exceeds 3 minutes, we would regard
it as a failure.

C. Task Specification

a) Drilling: Participants grabbed a drill, moved it to a
screw, and tightened the screw. This task evaluates precision
in tool handling, ability to apply appropriate rotational force,
and maintain steady grip. The challenge is ensuring force
transmission and grip control, emphasizing the need for
accurate joint torque feedback.

b) Bulb Installation: Participants picked up a bulb,
inserted it into a socket, rotated it to screw the bulb in, and
placed a lampshade on top. This task tests fine rotational
control, grip adjustment, and precision in insertion tasks.

¢) Box Packaging: Participants folded the flaps of a
small box: two small flaps first, followed by folding the larger
flap over them. Then they need to insert its edge into the
slot along the box’s opening and press down to secure it.
This task requires coordinated multi-finger manipulation and
feedback when folding the flaps.

d) Bottle Opening: Participants used two fingers to grip
the bottle and the thumb to open the lid. This task assesses
grip strength, coordinated finger movements, and rotational
force application.

D. Results

We report the results of our user study in Fig. 7.

For the drilling task, users encountered significant chal-
lenges with teleoperation. None of the four participants
were able to successfully complete the task even once. The
primary reasons for failure include difficulties in grasping
the drill while maintaining its functionality, as the robot hand
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Fig. 7: Comparison of task throughput of the drilling, bulb installation, box packaging and bottle opening task with TeleOP system, DEXO

and human hand.

often obscured the view, making it hard to determine whether
the index finger had triggered the drill. Additionally, aligning
the drill with the screw was particularly difficult due to the
small size of the screw. In comparison, our DEXO system
enabled participants to complete this task an average of 6
times per minute, while human participants, using their own
hands, were able to achieve 11 times per minute.

For the bulb installation task, users performed better with
teleoperation. Fifteen out of twenty trials were successful,
with an average completion time of 86 seconds. However,
when using the DEXO system, participants completed the
task in just 11 seconds on average, which is 8 times faster
than with teleoperation. By comparison, participants could
complete the task in approximately 4 seconds using their
own hands.

The box packaging task proved to be another challenging
one. Only 3 out of 20 trials were successful, with successful
attempts taking around 80 seconds. Failures primarily oc-
curred when participants attempted to fold the flap, often
pushing the box away in the process. Additionally, inserting
the edge into the slot was difficult, as the box would
either be pushed away or the large flap would get crushed.

With the DEXO system, participants completed this task 5
times per minute on average, which is 7 times faster than
with teleoperation. By comparison, participants were able to
complete the task 16 times per minute using their own hands.

For the bottle opening task, participants found it relatively
easier to accomplish. The average throughput using teleop-
eration was 5 times per minute. With the DEXO system,
users achieved an average throughput of 12 times per minute,
making it 2.4 times faster than teleoperation. With their own
hands, participants were able to complete the task 22 times
per minute.

V. CONCLUSION

We introduced DEXO, a hand exoskeleton system that
enhances dexterous manipulation and enables scalable data
collection in real-world environments. By incorporating kine-
matic mirroring, force transparency, and tactile sensors,
DEXO overcomes teleoperation limitations, providing in-
tuitive control and high-quality data. User studies show
DEXO significantly outperforms traditional methods in var-
ious tasks, making it a valuable tool for advancing robotic
dexterity learning.
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